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ABSTRACT 

This  paper  studies  adaptive behavior within  multi- 
agent  autonomous  robot formation-keeping. The goal 
of the research is to develop  control laws for each ro- 
bot in a  formation  such that  the formation as a whole 
maintains  a  certain  geometric configuration  in the 
face of changing  terrain  conditions  and  actuator con- 
straints.  It is a main result of this paper that  adapta- 
tion  can  occur at several different levels in a formation 
control  architecture;  just  as a single robot  may adapt 
to a new environment, a robot-formation as a whole 
may also adapt  to a new environment.  Terrain  uncer- 
tainty  and  related  actuator  saturation  are identified 
as  important  limitations  to formation-keeping  in un- 
certain  environments. In  order  to account for terrain 
uncertainty,  individual  robots  are  equipped  with pa- 
rameter  estimators  to allow implementation of direct 
adaptive  control. Using these  adaptiw controllers, it 
is shown that formation  error  reduces  to zero under 
non-saturated  conditions.  Actuator  saturation brings 
new challenges to formation-keeping. It is shown that 
rough terrain  can easily  lead to  actuator  saturation. 
For this case, a new ethological  control  scheme is in- 
troduced. It is shown that in this case the entire for- 
rnation adapts  to  the weakest robot. 

's ; lu~a~.s. joshi~jpl.nasa.gov 
+Copyright 02000 American  Institute o f  Aeronautics  and 

.\st.ronnutics,  Inc. No copyright is asserted in rhe  United  States 
Imler Title 17, U.S. Code.  The  U.S.  Government  has a royalty- 
Cwr liccnse to exercise all rights  under  the  (vpyright clainled 
Ilerrin for Government  Purposes. All other  rights  are reserved 
by tho copyright  owner. 

INTRODUCTION 

This  paper  studies  adaptive behavior  within  multi- 
agent  autonomous  robot  formation-keeping. The goal 
of the research is to develop  control laws for each 
robot in a formation  such that  the formation as a 
whole maintains  a  certain  geometric configuration  in 
the face of changing terrain  conditions  and  actuator 
constraints. The motivation for this work is robotic 
cooperation necessary for tasks relating to  robotic  out- 
posts [l] or robotic  exploration. In these cases, the 
environment the robots  encounter will not  be known 
for certain  and is likely to  change  with  time  and dis- 
tance  traveled. For example,  the friction of the  terrain 
that  the  robots  traverse will likely change with time. 
Furthermore, each robot  in the formation  may  expe- 
rience a different terrain  friction.  Therefore,  it will be 
important  to account for this  interaction  with  the en- 
vironment.  In  addition,  actuator  saturation is closely 
linked with  terrain  impedance. A more difficult ter- 
rain leads to greater  control forces, which have more 
chance of saturating. 

For this  study, we employ dynamic  systems  theory as a 
framework. The  mathematical  dynamic  systems  the- 
ory framework for general adaptive  robotics problems 
has been advocated by Beer [2]. Dean  and Wellman [3] 
have also discussed robotics  from  a  dynamic  systems 
perspective. Many times  controllers  are  constructed 
based on predicted  behavior of the m ac h' me  or ex- 
plicit models of both  the  machine  and its environment. 
These  predictions  and  models are always uncertain to 
some  degree.  Therefore,  some  controllers are designed 
to change  on-line based on  actual nleasurements of 
the machine and/or  environment.  This is known as 
adaptive  control.  It is a main result of this  paper  that 
atlaptation  can  occur at several different levels in a 
fortnation  control architecture;  just as a single robot 
may adapt  to a new environment, a robot-formation 
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as a whole may  also adapt  to a new environment. 

PREVIOUS WORK 

Formation-keeping has received considerable  recent 
interest  in the robotics  community as part of the 
more  general field of cooperating  multiple  autonomous 
agents.  Most of the work in formation-keeping has fo- 
cused on the  study of different  control  architectures 
whose aim is to  coordinate formation-keeping, goal 
achievement,  and  obstacle avoidance.  Almost  all of 
these  studies  employ linguistic-based or rule-of-thumb 
controllers for robot  implementation.  Parker [4] [5] 
studied line  formation-keeping  within the subsump- 
tion software architecture.  She found that in  general 
local plus  global  information-sharing helps formation 
maintenance  and goal achievement in the  subsump- 
tion  architecture. Balch and  Arkin [6] also studied 
line formation-keeping, but extended  Parker’s  studies 
to include  diamond, wedge, and column  formations. 
In addition,  they  studied a  behavioral  motor  schema 
approach  which, unlike Parker’s  subsumption a p  
proach, allowed simultaneous  behavior of formation- 
keeping, goal  achievement,  and obstacle  avoidance 
tasks.  Mataric [7] has  studied  general emergent  group 
behavior. Her work has aimed to  conbine several  “ba- 
sis” behaviors  such as avoidance  and  dispersion  into 
complex  emergent  group  behaviors  such as flocking. In 
all the previously  mentioned studies, issues such as for- 
mation  stability  theory, convergence, robot  dynamics, 
environmental  uncertainty models, and  actuator  sat- 
uration effects are  not  stressed.  In work most closely 
related to  this paper,  Wang [8] developed dynamics 
models and  control laws for robots in formation using 
full knowledge of the environment. He also presented 
proofs of formation  stability in known conditions. He 
did  not  consider  environmental Uncertainty or  adap- 
tive behavior. 

PROBLEM FORMULATION 

P r e l i m i n a r i e s  

Consider IV mobile a ~ t o n o m o u ~  robot,s living in a two- 
tlinltwsiorlal real  Euclidean  space  dwoteti by R2.  The 
origill of R’ coincides  with an inertial  frame.  This 
inertid franlc is defined with a fixed orthonornlal ba- 
sis, I = (e , ,  ey ). In  our  notation, a bold symbol 

represents a vector quantity;  otherwise  the  quantity 
is a scalar. Any point, r, in the  inertial frame can 
be  represented as r = ze, + yey, or equivalently 
by the double (z,y)l. Each  robot is represented by 
a point mass whose position at time t is given by 
r,(t) = zn(t)ex + y,(t)e,,n = 1 , 2 , .  . . , N .  

Robot 2 

I 
Robot 1 / / 

Figure 1: Three  robot ( N = 3 )  formation. 

Robot Equations of Motion 

In free space, the  equation of motion for each  robot is 
given by 

.. 
m, r n( t )  = F control ,(t) + Fenvironn(t) e F,(t) (1) 

where m, is the mass of the  nth  robot, Fcontrol n ( t )  
is the force used to explicitly  control the  robot, 

and yn(t)  denotes  double  differentiation with respect 

to time in inertial  frame 1. ( )  denotes differentiation 
with  respect to time. The  robots may have a variety 
of sensors mounted on them.  These provide sensory 
inputs or measurements. For example, a GPS receiver 
may measure  position, a wheel encoder  may  measure 
speed, or an accelerometer  may  measure  acceleration. 
Defille the  state vector of a robot as its  position and 
velocity; then  the  state  space  equation for a single ro- 

Fenviron , l ( t )  is force from the  external  environment, 

. 
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bot is 

Note that  equation (2) is simply  equation (1) rewrit- 
ten. 

Environmental Friction Model 

The simplest  friction  model  available is that of a force 
in a  direction  opposite to  the velocity of the  robot, 

where ,on is a  positive  friction coefficient. The interac- 
tion of the friction  model  (environment) and  the  robot 
dynamics  model  takes the form of 

Robot I 
u l  Movement 
1111) 0 r-b direction 

1 
Robot 2 

u2P@P 

1 
I 

Robot 3 

Figure 2: Three  robots  in  Line  Formation. 

Three-Robot Line Formation Problem 
Formation  Tracking Error 

Let robot N be  designated as the leader robot.  The 
goal of any formation-keeping is to maintain a specific 
robot pattern  with  respect  to  this  robot. Let  robot iV 
trace  out a pre-determined  differentiable path, rN( t ) .  
Robot (N-1)'s desired path, dN-l(t), is defined with 
respect to r,v(t), 

where qN-l ( t )  is called the deviation  vector. The 
tracking  error eN-l ( t )  between the desired path and 
the  actual  path is given by 

Without loss of generality, we will assume that  the 
Illasses, r n l  = . . . = rnlv-l = m N  = 1. Then,it can be 
shown that  the error  evolution is given by 

n 

Consider the formation-keeping task shown  in figure 
2. Each  robot  can move only  in the +a: direction. 
Robot 3 is designated the leader robot.  Robot 2 must 
maintain  a y direction distance of 12 from  Robot 3, 
and  Robot 1 must  maintain a y direction  distance of 
11 from Robot 2. The  input forces are  only applied  in 
the +a: direction.  In keeping with  the  notation of the 
previous  subsections, 

Note that for any  static  formation  geometry, including 
a line  formation, q Z ( t )  and q1  ( t )  are  constant. There- 

tions  turn  the problem into a scalar  problem of de- 
( 7 )  termining  scalar  control forces 143 ( t ) ,  u2( t )  and 'u1 ( t )  

ill the z direction.  Errors in this  case  are  the relative 
E ~ ~ ~ ~ ,  ( 7 )  lrlay be to l,lotivate colltrollers that .x-positions of khwrobots over time.  Ideally,  all  robots 
tlrim: the  error to zero.  should  nlairltain the  exact  same a: position over time. 

. 
P!v-tq,.-l(t) - u,v-l(t) + UlV(t) 
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FORMATION CONTROL 

Control with Full  Knowledge 

The goal of the formation keeping task is to keep el ( t )  
through eN- 1 ( t )  as small as possible (ideally zero). By 
considering the form of (7), Wang [8] suggested that 
the control  could  be given by 

A 
u n - l ( t )  = Kn-len-l(t) + Kn-len-l(t)+ 

-0 

0 .  

(Pn-1 - P n )  L ( t )  + sn-l(t) + pn-l;ln-l(t) + un( t )  
(12) 

where Kn-l is a positive constant used for propor- 
tional  control  and Kn-l is a positive  constant used 
for derivative  control. In  this case, (7) reduces to  

en-l( t )  + ( P ~ - I + = )  &-l(t) +K,-le,-l(t) = 0 
(13) 

There  exist infinitely many Kn-l and Kn-l such that 
as t -+ 00, e,-l(t) -+ 0, implying  asymptotic  stability. 
A  formal proof of this  fact is given by Wang [8]. 

Although  elegant  in  mathematics, consider the knowl- 
edge  required to implement (12). e,-l(t) and &-l(t) 
may be  obtained by sensors  mounted on the  robots. 
&-1(t)  and q,-l(t) may  be  computed  a-priori. More 
difficult but possibly, ;n(t) and u, ( t )  in (12) may be 
transmitted from Robot n to Robot ( n  - 1). Most 
difficult, if not impossible, is the knowledge of pn-l 
and ,on. This is because  friction coefficients are  not 
just a property of the  robots themselves, but a prop- 
erty of the  robot/terrain interaction. This  terrain may 
change in the course of the  robots or may be unknown 
as in the  case of planetary rovers on  other  planets. 
Therefore, we must find some way to account for these 
changes in our controller. 

Imperfect Knowledge 

We  now consider the formation  error  growth when fric- 
t,ion and  error  control  terms in (12) in the controller 
are  incorrect.  This could  be the case when rovers are 
placed on planets whose surfaces are not well charac- 
t,erized. Consider the specific case where p z  and p 3  

are guessed to  be 1.0 and 4.0 respectively. The  true 
values of p2 and p 3  are in reality 4.0 and 1.0 as in the 
prcwious subsections. The control (12) becomes 

0 .  

0 .  

/L.'(t) = Q ( t )  + & ( t )  + f l : i ( f )  - 3.0;,,jt) (14) 

e. '( t)  + 5.0&(t) + e.'(t) = s.o;:<(t) (15) 

n 

The cmor equation (7) becomes 
0 .  

The explicit solution of this  equation is 

6 
5 5 7  

e z ( t )  = - + (-- - - 

-(-5 + m ) v 5 i e - - 3 ( 5 + f l ) t  
1 

35 
Figure 3 shows the  growth of position  error. 

Figure 3: Position  error (ez) in x  direction between 
Robot 3 and  Robot 2. Imperfect Knowledge of 
Friction-Dependent  Control  Terms. System is still  not 
asymptotically  stable  and  error  has increased. 

Adaptive Robot Controller 

Direct AdaDtive Controller 

Define a new variable, 

a 
"in-1 = Pn-1 - P n  (17) 

Assume that ~ ~ - 1  may be  estimated  through  the use 
o f  a parameter  estimator.  Then, by using this esti- 
mate, we implenlent a new adaptive controller of the 
form 

A -  
un-l(t)  = h n - l e n - l ( t )  + K,,-I&-l(t)+ 

?=l(t$n(t) + %(t )  (18) 
where is a positive constant used for derivative 
control and K,-[ is a positive constant used for pro- 
portional  control. 
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Direct  AdaDtive Estimator 

Let the  estimate of yn-l be governed by the following 
update  equation, 

0 
A 

-,n-l(t) = -p12en-1(t);,(t) - &-l(t);n(t) (19) 

where the  scalar  parameter P12 is such that 

K , _ 1 2 G > P 1 2 > 0  (20) 

Direct Adaptive Lyapunov Stability 

Theorem 

Let  robot N (leader)  employ a stable  controller.  Let 
robots 1 . . . ( N -  1) use the controller given in (18) and 
the  estimator given in  (19);  then  the overall formation 
is asymptotically  stable  such  that, for n = 1. . . N - 1, 
en-l -+ 0, t -+ 00. 

Pro0 f 

The  strategy of the proof is t o  use Barbalat's  Lemma 

to show ;n-l(en-l,en-l,t) 2 O 2  -+ 0 as t -+ m. This will 
imply en-l, "+ 0 as t -+ co, showing e,-l = 0 is 
asymptotically  stable. 

Recall Barbalat's  Lemma [lo]: If a  scalar  function 
V(x , t )  is such that 

0 (BL1) V(x , t )  2 0 

0 (BL2) ;(x,t) 5 0 

0 (BL3) V(x, t )  is uniformly  continuous 
0 

0 

Then V(x , t )  -+ 0 as t -+ 00. 

Chclose 

where 

(32) 

Imposing the  conditions in P that 

(Pfl) PI2  > 0 

(Pf2) Kn-l > P;2 

implies Vn-l L 0 to  satisfy  (BL1). Now using (7) and 
(18) 

Vn-l = (--pn-l - K - 1 +  P12)e,-l - Kn-1P12e,-,+ 
- 02 2 

h .. 0 

(m-1 - Yn-l)(Tnen-l+ 4 2 k L - 1  + Yn-1- 

0 

5 Z l )  (24) 
0 

Substituting for from (19) and imposing the con- 
dition 

(Pf3) KI-1 > p12 
- 

implies 

Cn-1 = ( - p , - 1 - ~ , - 1 + ~ 1 2 ) e , _ ~ - ~ , - 1 ~ 1 2 e 2 , _ ,  I o 
(25) 

02  

satisfying  (BL2).  Note that (Pf1)-(Pf3)  are equiva- 
lent  to (20). In  order to show ;n-l(en-l,&-l, t )  is 
uniformly  continuous, we note  that Jvn-l/ < 20 is a 
sufficient condition for uniform  continuity. 

mo 

0 .  0 0 .  

(Vn-11 = I2(-pn-1 - Kn-1+  92)en-l  en-11- 

t 2 ~ n - l ~ l 2 e n - l ~ n - l l  

5 12(-Pn-1 - h-n-1 + ~ 1 2 ) l l ~ n - l I l  en-11 
om 

-12~n-1~1211en-lll~n-lI (26) 
0 

The fact that (Vn-l 2 0) and (Vn-l I O )  implies 

ten-It < co 

l:n-ll < 0O 

A 

IYn-I - Yn-11 < x 

Recall 

e n-l  = ( - ~ n - ~ - ~ n - ~ ) ~ ~ - ~ + ( ~ ~ n - l - ~ n - ~ ) ~ ~ - ~ n - l e ~ - ~  

Then 

0 .  - 0  - 0  

(27) 

t . e . n - - L I  I I(-Pn-1 - K l - l ~ l l ~ n - l l +  

I(Y7L-l  - m-1)I tTnl -  

- 0  

l~n- l t len- l l  < (28) 
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Therefore 

IVn-11 < 00 
0 .  

(29) 

satisfying (BL3). Therefore 

0 2  
Vn-l = (-~~-1-K~-1+P12)e,_~-K,-1P12e,_~ + 0 

(30) 
as t "+ 00. Therefore, e,-l = 0 is asymptotically 
stable. QED. 

2 

Note that  (Pf1)-(Pa)  determine  the selection of P 1 2 .  

However, for any Kn-l,  Kn-l > 0,  3 P 1 2  that satisfies 
- 

(Pfl)-(Pf3). 

Direct Adaptive Example 

Returning  to  the  three  robot example of the last sec- 
tion,  consider the  error given an  input of 

and  estimator of the form 

Figure 4 shows the growth of position  error. Clearly, 
this controller has  stabilized the system. 

0.5 I 
Error Ewlulm W& m@.ive c M l r c 4 ~ ~  

1 

0.3 0 . 4 1 ,  

- 0 2  t 

Figure 4: Position  error ( e 2 )  in x direction between 
Robot 3 and  Robot 2. Adaptive controller has  stabi- 
lized the  system. 

EFFECT OF ACTUATOR  SATURATION 

Effect of Actuator Saturation 

Consider two identical robots  oriented  side to  side and 
moving forward.  Suddenly, the  nature of the terrain 
under  one  robot changes to a much  more difficult con- 
dition,  but  the  terrain  under  the  other  robot remains 
the same. In order to  maintain a rigid  formation, the 
robot  in  the more difficult terrain  must increase its 
control  energy in order to  compensate for the more 
difficult terrain.  A  situation may  arise, however, that  
the  terrain is so difficult that  the follower robot's con- 
troller is saturated.  In  this case, the follower robot 
will fall further  and  further  behind  the leader as time 
goes on. 

For the two  robot line formation  case,  this  situation is 
illustrated in figure 5. Robot 2 (follower) and  robot 3 

p=1.0 p=LO 

.r=lO-m r =  / U h  

Figure 5: Change i n  t,errain  under  one robot of a 2- 
robot line formation. 

(leader) start  at L = 30 and  encounter  the  same fric- 
tion coefficient  pa,^ = 1.0) until 2 = 100-m. At that 
position,  robot 2's terrain  changes to a friction coeffi- 
cient (pz = 4.0) four times  robot 3's friction coefficient 
( p n  = 1.0). Figure 6 shows robot 2's desired  control 
force in order  to keep t,he  line  formation and compen- 
sate for the increased friction.  From  the  last section, 
robot 2's adaptive  controller identifies the new terrain 
and  the positional  error goes to zero. 
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0.2 "."I""""" 

0.1 I 

Figure 6: Change  in  control force  with  increased fric- 
tion  and  infinite available  control force. 

Now consider the case  in  which  each  robot's locomo- 
tion  motor  saturates at u = .&Newtons.  In  this case, 
robot 2's controller  tries to compensate,  but  ends  up 
pinned at  the  upper  saturation limit (figure 7). Since 

t i 
0 
0 2w JM) 600 8W lMKl i2w 

m e  (s) 

Figure 7: Control force of robot 2 with actuator  sat- 
uration.  Controller would like to mimic control force 
of fig. 6, but instead  gets pinned at upper  limit. 

thc controller is unable to  produce  the force needed, 
robot 3 soon  pulls away from  robot 2 and  the line 

formation  error (fig. 8) increases without  bound. 

0 
200 4oa 600 Boo 1 wo i2w 

time (5)  

Figure 8: Error between robot 2 and  robot 3 with 
finite  available  control force. Robot 3 pulls away from 
robot 2. 

Ethological  Control Solution 

In  order to understand a possible  solution to  this prob- 
lem,  consider what people may  do  under  the  same 
conditions. In fact, this  situation  occurs  often in a 
slightly different circumstance.  Frequently,  two peo- 
ple are walking side by side and  one  person  naturally 
tends  to walk faster. The  other  member of the cou- 
ple tries to keep up  until  the  point  where  their en- 
ergy is spent. At this  point,  the  faster  person pulls 
ahead. At  some  time, the  faster  person is so far ahead 
that  the slower person must yell, "STOP!". The faster 
person then  stops  and  waits for the slower person to 
"catch up." Then,  the couple  resumes their walking, 
but now the faster  person slows their speed as coni- 
pared to  their previous speed. FVe may mimic this 
same  control strategy for robots, as well as extend it 
for N robots in a formation. 

Group Adaptation 

('ontrol Algorithm 

Consider N robots i n  a  line  formation. Nominally, the 
adaptive  control mechanisms from section are imple- 
mented. Robot N is the leader  and sets a target speed 
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for the  entire  formation. However, if robot n - 1 falls 
behind  robot n by a preset  tolerance  (due to  e.g. ac- 
tuator  saturation),  robot n - 1 transmits a signal to 
robot n to  stop.  In  this case, robot n also transmits 
a signal to  robot n + 1 to stop. Similarly, all  robots 
from n to N stop.  These  robots continue to  stop un- 
til robot n - 1 regains  alignment  with  robot n. Note 
that since robot n - 2’s control is dependent  on  robot 
n - 1’s actions,  all  robots  from 1 to n - 1 will stay  in 
line. 0nce.robot n - 1 regains  alignment,  robot n - 1 
stops (as  then  do all robots  from 1 to n - 1). At this 
stage,  all  robots  are  stopped  and  the formation is re- 
initialized. Robot n transmits a signal to robot n + 1 
that all  robots less than n are now ready  and aligned. 
Similar  transmissions  occur  until  robot N is informed 
all  robots  are ready. At  this  stage,  robot N lowers its 
speed  and  the  entire  formation  starts moving again. 
Note that all  communication  occurs only with the ro- 
bot  to  the right. Also note  that only  robot N (leader) 
explicitly lowers its  target  speed.  This control strat- 
egy has  been  constructed in simulation via finite state 
machines. 

Weakest Link Behavior 

If, even after  robot N’s speed is reduced,  one  robot 
falls behind  again, the whole procedure starts again 
llntil robot N’s speed is reduced  yet  again. The over- 
all effect of this  procedure is that  the entire  robot for- 
mation  eventually adapts to  the slowest robot. In  this 
way, the  entire  formation is  now adaptive  just as the 
individual  robots  are  adaptive.  Let us return  to  the 
example of last  section.  Figure 9 shows the new error 
profile of using the ethological  control scheme. The 
robots  start  out  in  formation  and remain in formation 
until the  terrain  under  the follower changes. At this 
time,  because of actuator  saturation in robot 2, ro- 
bot 3 pulls away and  the  error between the two robots 
gets  larger  with  time.  Eventually, the  error  gets so 
large that  robot 3 is instructed  to  stop. .At this point, 
robot 2 starts catching  up  and  the error between the 
two robots decreases.  Finally, the  robots  are in line. 
Robot 3 lowers its  target  speed  and  the two robots 
start  up  again.  Robot 3’s speed is still too fast for 
robot 2 to keep up. As a  result,  robot 2’s input is 
+pill  saturated and the  error  again  starts  to increase. 
Not,e however, that  the rate of error increase has de- 
cwased.  This is due  to  robot 3’s lower speed.  Again, 
the  error increases  until  robot 3 is again  instructed  to 
stop. When  robot 2 again  catches  up,  robot 3’s speed 
is rtdwttd  again. At this  speed,  robot 2’s control is no 
longor saturated  and  the  error between t,he two falls to 

Figure 9: Error between robot 2 and  robot 3 within 
ethological  control strategy. K1 = Kz = 1, Kl = 
Kz = 1,  PI^ = 0.9. 

A -  

- A A 

zero. The  hump in the  error profile is caused by con- 
vergence to  a new gamma  estimate.  Figure 10 shows 
the velocity of robot 3 during  this process.  Note that 
the velocity falls to lower and lower levels until the en- 
tire  formation  has  adapted  to  its highest sustainable 
speed. 

1 

1 
I 

i 
i I 

I 
J 
2M x ]  

Figure 10: Adaptation of leader robot  speed to highest 
sustainable  speed. 
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CONCLUSIONS 

This  paper  studied  adaptive behavior  within  multi- 
agent  autonomous  robot formation-keeping. It was 
shown that  adaptation  can  occur at several different 
levels in  a  formation  control  architecture;  just as a sin- 
gle robot  may  adapt  to  a new environment,  a  robot- 
formation as a  whole  may  also adapt  to a new en- 
vironment.  Terrain  uncertainty  and  related  actuator 
saturation ‘were identified as important  limitations  to 
formation-keeping in uncertain  environments. In or- 
der to  account for terrain  uncertainty,  individual ro- 
bots were equipped  with  parameter  estimators to  al- 
low implementation of direct  adaptive control. Using 
these  adaptive  controllers,  it was  shown that forma- 
tion  error  reduces  to zero  under  non-saturated condi- 
tions.  Actuator  saturation  brings new challenges to 
formation-keeping. I t  was shown that a difficult ter- 
rain  can  easily  lead to  actuator  saturation. For this 
case, a new ethological  control  scheme was introduced. 
It was shown that in this case the  entire  formation 
adapted  to  the weakest robot. 
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